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Figure 1. Our system generates a benchmark by searching the joint space of queries and plans using Bayesian Optimization.
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Figure 3. Left: We conduct optimization runs for absolute (DBMS - witness) and relative (DBMS / witness) difference, taking all queries
with absolute difference > 1s. Right: Both optimization targets find many overlapping and some unique queries.
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